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Abstract

We present a new approach to the simulation of gravity-driven viscous fingering instabilities in porous media flow.
These instabilities play a very important role during carbon sequestration processes in brine aquifers. Our approach is
based on a nonlinear implementation of the discontinuous Galerkin method, and possesses a number of key features.
First, the method developed is inherently high order, and is therefore well suited to study unstable flow mechanisms.
Secondly, it maintains high-order accuracy on completely unstructured meshes. The combination of these two features
makes it a very appealing strategy in simulating the challenging flow patterns and very complex geometries of actual
reservoirs and aquifers. This article includes an extensive set of verification studies on the stability and accuracy of
the method, and also features a number of computations with unstructured grids and non-standard geometries.
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1. Introduction

In order to reduce the carbon trace of industrialized countries, a number of strategies to remove the carbon dioxide
from the atmosphere have been proposed. These approaches typically rely on pumping carbon dioxide deep in the
Earth’s crust, in regions where it can be stored indefinitely. A prevailing methodology for sequestering carbon dioxide
is to inject it in brine aquifers extending deep in the subsurface, below layers of impermeable cap rock. The function of
the cap rock is to prevent the carbon dioxide to resurface - in time - due to buoyancy forces. In a typical configuration,
a region saturated with CO2 is expected to form below the cap rock, and extend all the way to the water table of the
aquifer. At the interface between the CO2-saturated region and the aquifer, complex chemical dissolution processes
take place, which can further help locking the carbon dioxide indefinitely into the aquifer. In addition, CO2 can also
mineralize into the porous medium, an additional mechanism of sequestration which is beyond the scope of this work.

In what follows, we present a new nonlinear implementation of the discontinuous Galerkin method, aimed at
simulating the dissolution of CO2 into the brine aquifer. In this process, finger-like plumes of brine very rich in
carbon dioxide form and sink into the aquifer. The reason for the formation of such structures is that, as the CO2
dissolves into the brine, it increases the brine’s density. Consequently, a layer of denser brine forms on top of lighter
brine, producing a clearly unstable mechanical configuration under the effect of gravity forces. The (linear) stability of
gravity-driven viscous fingering has been investigated in the distant and recent past by [4, 6–8, 19, 33], which include
a number of computations to support the theoretical findings. However, these computations almost exclusively rely
on Fourier methods, or high-order finite-difference/finite-volume methods, which maintain high accuracy only on
Cartesian, or nearly-Cartesian grids. These methods are perfectly suited for general studies on the dominant physics
mechanisms involved in viscous fingering, but are not flexible enough to adapt to the very complex geometries of the
subsurface. Contrary to a superficial intuition, the geometry of the subsurface could be quite complex in nature, and
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major computational engineering research groups in the field often face the same grid generation problems common
to the majority of mechanical/aerospace engineering design firms.

More recently, an adaptive finite volume method has been presented in [16, 17] to attack gravity-driven flow
instabilities. In this approach, structured Cartesian grids are used to perform computations, in conjunction with
an adaptive multi-resolution mesh refinement strategy, driven by an error estimator. Although very promising, this
methodology also falls under the category of structured methods, and if complex boundary or internal interfaces need
to be simulated, then immersed/embedded boundary techniques or ghost-cell approaches will need to be used. Such
choices may have the undesired effect of reducing accuracy near internal geometrical layers where sharp changes of
rock permeability occur. The net effect would be then to reduce accuracy in regions that may dominate the dynamics
of the entire system.

In the following work, we focus instead in using a discontinuous Galerkin discretization. We show that the
discontinuous Galerkin approach allows for high-order computations on general unstructured grids, and therefore has
the advantage to be a more flexible tool, especially when sharp changes in permeability occur in the subsurface. The
proposed approach allows for an easy representation of discontinuity of material properties in the subsurface, and is
an appealing alternative to structured finite-volume based techniques, whenever the geometrical complexity of the
domain to be simulated is non-trivial.

The use of discontinuous Galerkin methods in subsurface flow has been explored in many recent works, par-
ticularly [5, 9, 14, 15, 18, 21–32]. Hoverer, these contributions have predominantly focused on the simulation of
large-scale reservoirs, and furthermore they have been limited to low-order interpolations/approximations. The typ-
ical length-scale of large-scale reservoirs is kilometers, while in the case of carbon sequestration, finger plumes can
be as small as few meters in cross section. In practice, the methodology we propose can also be applied in the near-
well region of reservoir as a high-fidelity predictive tool. In addition, our work emphasizes the use of higher-order
polynomials for high-fidelity solutions in practical engineering computations.

The article is organized as follows: Section 2 describes the governing equations of typical dissolution processes
taking place during carbon dioxide sequestration in brine aquifers, the discontinuous Galerkin formulation is presented
in Section 3, where the corresponding Euler-Lagrange equations are discussed, and stability/accuracy properties are
outlined. Section 4 presents a extensive sequence of verification tests. Initially, simple decoupled linear problems are
considered, followed by coupled nonlinear problems. Section 5 contains a number of viscous fingering computations
that have been thoroughly documented in the literature, and are used as benchmarks for the implemented method.
Finally, Section 6 offers a perspective on the true capabilities of the proposed method when complex geometry aquifers
are the target application. Conclusions are summarized in Section 7.

2. Governing equations

Let Ω be an open set in Rnd (where nd is the number of spatial dimensions). Ω is the computational domain with
boundary Γ = ∂Ω. The boundary Γ has outward-pointing normal n. In what follows, vector fields will be denoted by
boldface italic letters, and scalars fields by italic letters. For example, x ∈ Ω is the position vector.

Dissolution and transport of CO2 into a brine aquifer are governed by a classical advection-diffusion model, in
which the equation of Darcy flow drives the fluid inside the porous medium. Isothermal conditions are assumed. More
precisely, the mass conservation equation for species α in a two-species solution is given by

∂t(φ ρXα) + ∇ · (ρXα u) = ∇ · (φ τD ρ∇Xα) , α = 1, 2 . (1)

Here Xα is the concentration of species α with

X1 + X2 = 1 , (2)

and ∂t = ∂/∂t denotes the Eulerian time derivative. In particular, X1 is the concentration of carbon dioxide, φ denotes
the porosity of the porous matrix in the subsurface, assumed independent of the pressure, τD is the brine effective
diffusivity (the product of the tortuosity τ and dispersion parameter D, both independent of Xα.) The density ρ of the
brine solution is related to the brine composition according to

ρ =

(
X1

ρ1
+

X2

ρ2

)−1

=
ρ1ρ2

ρ1 + (ρ2 − ρ1)X1
, (3)
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where we have used (2) to express the dependence ρ(X1). The velocity u with which the brine solution displaces in
the porous medium is given by Darcy’s law, namely,

u = −
K
µ

(∇℘ − ρg) . (4)

The symbol K indicates the permeability tensor, taken equal to a constant multiple of the identity, κI, for the sake of
simplicity, µ is the viscosity of the solution, assumed to be constant (i.e., we assume that the concentration of CO2
has little influence on the overall viscosity of the mixture). In addition, ℘ is the pressure, and g is the gravity vector.
Therefore the flow displaces driven by pressure gradients and gravitational forces.

Remark1. The dependency of ρ on the brine concentrations is fundamental in the development of viscous fingering
instabilities in the problem considered. In fact, as the carbon dioxide dissolves into the brine, the overall density of
the brine increases. Consequently, layers of denser brine form on top of lighter brine, creating an unstable mechanical
configuration which spurs complex finger-like flow patterns.

It is possible to further reduce the equations (1)–(4) to a system of only two equations. In fact, using (2), the sum of
equation (1) written for α = 1, 2 yields

∂t(φ ρ) + ∇ · (ρu) = 0 . (5)

Following the derivation in [7, 12, 17], we can now define a porosity-scaled Lagrangian derivative

Dt[φ](·) = φ∂t(·) + u · ∇(·) . (6)

Subtracting the product of Xα and (5) from (1) yields

ρDt[φ](Xα) = ∇ · (ρ φ τD∇Xα) , α = 1, 2 , (7)

Analogously, (5), can be written as

Dt[φ](ρ) + ρ∇ · u = 0 . (8)

Applying Dt[φ] to the definition (3) of ρ, and using (7) yields

−
Dt[φ](ρ)
ρ2 =

2∑
α=1

Dt[φ](Xα)
ρα

=

2∑
α=1

∇ · (ρ φ τD∇Xα)
ρ ρα

, (9)

which can be substituted into (8) to obtain

∇ · u =

2∑
α=1

∇ · (ρ φ τD∇Xα)
ρα

, (10)

or, using Darcy’s law (4),

−∇ ·

(
κ

µ
(∇℘ − ρg)

)
=

2∑
α=1

∇ · (ρ φ τD∇Xα)
ρα

. (11)

Therefore, it is sufficient to solve the pressure equation (11) coupled with equation (1) written for X1, and use (2)
whenever needed.

Remark2. The authors in [7, 11, 13, 17] point out that, due to the presence of the right hand side of (11), the
proposed equations can produce instabilities if a perturbation in permeability is applied. In contrast, the standard
Boussinesq approximation, for which the right hand side of (11) vanishes, can only produce instabilities if perturbative
concentration gradients are introduced (as a result of porosity fluctuations, for example.)
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2.1. Boundary and initial conditions

The boundary Γ can be further subdivided into portions on which different types of boundary conditions are
enforced. In this case of the transport equation (1), inflow and outflow boundary conditions need to be imposed. At
the inflow boundary, Γin = {x ∈ Γ : u(x) · n(x) < 0}, the Dirichlet boundary condition on the concentration X1 of
carbon dioxide is enforced, that is

X1|Γin = χ(x, t) . (12)

At the outflow boundary Γout = Γ\Γin, the flow is allowed to exit the domain freely, and no value of the carbon dioxide
concentration is imposed. Clearly, ∂Ω = Γin ∪ Γout.

The pressure equation (11) is instead a standard Poisson equation of elliptic character driven by a forcing term
dependent on concentration gradients: The typical boundary conditions are of Neumann and Dirichlet type. Assuming
that the boundary ∂Ω is partitioned as ∂Ω = ΓD ∪ ΓN , ΓD ∩ ΓN = ∅, pressure boundary conditions are enforced on the
Dirichlet boundary ΓD, that is,

℘|ΓD
= ℘D(x, t) , (13)

and normal velocity boundary conditions are enforced on the Neumann boundary ΓN , namely

u · n |ΓN
= un(x, t) . (14)

Appropriate initial conditions on the concentration distribution

X1(x, t = 0) = X0
1(x) , on Ω , (15)

complete the problem setting. We attack next the solution of the proposed equations using a high-order discontinuous
Galerkin approach.

Remark3. Note that there is no need for a pressure initial condition, as the pressure plays the role of a Lagrange
multiplier enforcing the flow balance condition (10), which, in the case of a single-species flow (∇Xα = 0), collapses
to a condition of flow incompressibility.

3. Discontinuous Galerkin formulation

The proposed discontinuous Galerkin (DG) discretization relies on an IMPES (IMplicit Pressures Explicit Satu-
rations) strategy for time integration, widely used in computational reservoir engineering. In our case, the saturation
equations are replaced by the concentration equation (1). Hence, the concentration equation (1) is solved with a
fourth-order explicit Runge-Kutta time integrator, and a global linear solve is applied to the pressure equation (11) at
each stage of the Runge-Kutta method. Beside simplicity, the main reason for explicit time integration of the trans-
port equation is that accurate time tracking is required in high-fidelity computations of complex transient instability
phenomena. The alternative choice of using a fully coupled implicit method did not seem more advantageous, as time
steps are in any case fairly small.

3.1. DG approximation spaces

Let us introduce a decomposition T e of the domain Ω into finite elements (of domain Ωe and boundary Γe) such
that each element does not overlap the others and Ω =

⋃nel
e=1 Ωe (where nel is the total number of elements.) It is typical

in DG formulations to introduce the following function spaces:

S = {v ∈ L2(Ωe) : v|Ωe
∈ H1(Ωe),∀Ωe ∈ T

e} , (16)

V = {v ∈ (L2(Ωe))nd : v|Ωe
∈ (H1(Ωe))nd ,∀Ωe ∈ T

e} . (17)

4



Therefore, S and V are spaces of functions whose restrictions to each element belong to the Sobolev spaces H1(Ωe)
and (H1(Ω1))nd , respectively. S andV are often referred to as “broken spaces”, because of their discontinuous nature.
Their discrete counterparts are

S
p
h = {v ∈ L2(Ωe) : v|Ωe

∈ Pp(Ωe),∀Ωe ∈ T
e} , (18)

V
p
h = {v ∈ (L2(Ωe))nd : v|Ωe

∈ (Pp(Ωe))nd ,∀Ωe ∈ T
e} , (19)

where Pp(Ωe) (with p ≥ 1) is the space of polynomials of at most order p, in the case of triangular/tetrahedral meshes,
and the tensor product of polynomials of at most order p in the case of quadrilateral and hexahedral elements. In the
context of the present work, the implementation of the DG method was performed using tensor products of Legendre
polynomial spaces. Although the method can work equally well on grids of simplexes (triangles in two dimensions and
tetrahedrons in three dimensions), the numerical computations presented here utilize only unstructured quadrilaterals.

3.2. DG notation

In what follows, ω typically denotes a portion of Ω, so that ω ⊂ Ω (e.g., an element domain Ωe.) The symbol γ
indicates a portion of the boundary ∂ω, which could also correspond with a portion of the boundary Γ. We denote by

(v,w)ω =

∫
ω

v w dω , (20)

(v , w)ω =

∫
ω

v · w dω , (21)

the L2(ω)- and (L2(ω))nd -inner products on the interior of ω and by

〈v,w〉γ =

∫
γ

v w dγ , (22)

〈v,w〉γ =

∫
γ

v · w dγ , (23)

boundary functionals on γ. Now consider a generalized edge of the finite element mesh, and denote by + and − the
element on either side of it. The DG approximation spaces are discontinuous across element interfaces, and it becomes
useful to define the jump operator [[·]] and average operator {·} for discontinuous scalars and vector fields as follows:

[[v]] = v+n+ + v−n− , (24)
[[v]] = v+ · n+ + v− · n− , (25)

{v} =
1
2

(
v+ + v−

)
, (26)

{v} =
1
2

(
v+ + v−

)
. (27)

These definitions are very valuable when deriving global DG formulations, and in particular, are invariant with respect
of any intrinsic orientation of the element interfaces. However, in what follows, the superscript “+” will indicate the
local element (the one over which interior integration is carried out), and the superscript “−” its neighbor: This
notation will provide an easier understanding of the formulas. Note also that the following identity holds [1]:

[[ψ v]] = {ψ} [[v]] + [[ψ]] · {v} . (28)

3.3. DG discretization of the transport equation (1)

Many different DG formulations can be adopted in the discretization of equations (1) and (11). In the case of
equation (1) we opted for a pure upwind discretization [2, 20] of the convective term ∇(ρuX1) and a local DG (LDG)
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method [1, 3] for the diffusive term ∇· (φ τD ρ∇X1). Defining ν = φ τD ρ, at each stage of the Runge-Kutta integrator,
incremental equations of the type

φ δ(ρX1) + ∇ · (ρX1 u + σd) = 0 , (29)
σd = −ν∇X1 , (30)

need to be solved, with δ(z) representing an increment of the quantity z. The system (29)–(30) is in mixed form, and
has a particularly convenient structure in the context of explicit time integration. Obviously, the initial conditions
associated with (29) depend on the stage considered. Note that U = ρX1 is represented as a polynomial, adopting
the so-called conserved variable approach. The value of the carbon dioxide concentration X1 is then evaluated when
needed at quadrature points using the definition of ρ(X1), namely,

X1 =
U

U
(
1 −

ρ2

ρ1

)
+ ρ2

. (31)

Hence, the variational statement of the mixed form (29)–(30) reads:

Find X1 ∈ S
p
h and σd ∈ V

p
h such that, ∀w ∈ Sp

h and ∀τ ∈ Vp
h ,

0 =(w, φ δ(ρX1))Ωe − (∇w, ρuX1 + σd)Ωe + 〈w+, n+
e · (σ̂u + σ̂d)〉Γe\Γ + 〈w+, n+

e · (σ̂
Γ
u + σ̂Γ

d)〉Γe∩Γ , (32)

(τ,σd)Ωe =(∇·(ν τ), X1)Ωe − 〈ν
+ τ+ · n+

e , X̂1〉Γe\Γ − 〈ν
+ τ+ · n+

e , X̂
Γ
1 〉Γe∩Γ . (33)

The formulation is complete when the numerical fluxes are specified. Here, the upwind fluxes σ̂u and σ̂Γ
u at inter-

element and domain boundaries are, respectively,

σ̂u =

 (ρuX1)− , if n+
e · {u} < 0 ,

(ρuX1)+ , otherwise ,
(34)

and

σΓ
u =

 ρ(χ) u χ , on Γin ,

(ρuX1)+ , on Γ \ Γin ,
(35)

where χ is the Dirichlet boundary condition for X1. The LDG numerical fluxes are

σ̂d = {σd} + ε p2
{
ν

he

}
[[X1]] , (36)

X̂1 = {X1} , (37)

σ̂Γ
d =

 σ
+
d + ε p2 ν

he
(X+

1 − χ) , on Γin ,

σ+
d , on Γ \ Γin ,

(38)

X̂Γ
1 =

 χ , on Γin ,

X+
1 , on Γ \ Γin ,

(39)

where he is a characteristic length scale, which can be defined as

he =
meas(Ω+

e ) + meas(Ω−e )
2 meas(γe)

(40)

with γe the edge between the local element e+ and the neighbor e−, that is γe = Ω+
e ∩Ω−e .
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Remark4. The numerical diffusive flux σ̂d is centered in nature, since it is computed by taking the average of the
fluxes σd on either side of element interfaces.

Remark5 (penalty terms). The scalar ε is a penalty parameter, which was taken equal to 2.0 in all computations.
Note also that the penalty term scales with the square of the polynomial order p.

Performing integration by parts, it is possible to derive the Euler-Lagrange equations relative to the specific element
e, which elucidate the numerical approach:

0 = (w, φ δ(ρX1) + ∇ · (ρX1 u + σd))Ωe

+ 〈w+, ((ρuX1)− − (ρuX1)+) · n+
e 〉Γe

in\Γ + 〈w+, (ρ(χ) χ − ρ+X+
1 ) u+ · n+

e 〉Γe
in∩Γ

− 〈w+, (σ+
d − σ̂d) · n+

e 〉Γe\Γ − 〈w
+, (σ+

d − σ̂
Γ
d) · n+

e 〉Γe∩Γ ,

0 = (τ,σd − ν∇X1)Ωe + 〈ν+ τ+ · n+
e , X

+
1 − X̂1〉Γe\Γ + 〈ν+ τ+ · n+

e , X
+
1 − X̂1〉Γe∩Γ , (41)

where Γe
in = {x ∈ Γe : u(x) · n+

e (x) < 0} is the element inflow boundary. Therefore, the DG formulation is weakly
enforcing (29)–(30) on element interiors, and, separately, the continuity with respect to the upwind advective flux and
the centered diffusive flux at element interfaces. This formulation is stable in the advective–diffusive and advective–
dominated case, and its stability and convergence properties are studied in the linear case with full detail in [1–3] and
references therein.

Remark6 (local and global conservation). It is not very difficult to realize that the derived formulation is locally
conservative (taking w equal to unity over Ωe in (29)–(30).) Also note that, summing all element contributions, the
boundary terms of each element telescope and yield a global conservation statement.

3.4. DG discretization of the pressure equation (11)

In the case of the elliptic pressure equation (11), a symmetric interior penalty (SIPG) DG formulation was adopted
[1, 10]. An alternative could have been an LDG formulation, which would have however required the implementation
of discrete lifting operators which are more complicated to implement. Other authors [21, 22, 24, 25, 31] have also
proposed non-symmetric interior penalty (NIPG) formulations for the same elliptic operators. The symmetric interior
penalty formulation proved efficient in its implementation and robust in computations. In mixed form, the SIPG
formulation varies only slightly from an LDG approach.

3.4.1. Mixed local formulation
Taking ϕ =

∑2
α=1 1/ρα ∇ · (ρ φ τD∇X1) the mixed form of the pressure equation reads

∇ · u = ϕ , (42)

u = −
κ

µ
(∇℘ − ρg) . (43)

Indicating with 〈w, ϕ〉Ωe the linear form (in w) obtained from the LDG discretization of ϕ described in Section 3.3, the
SIPG formulation of (11) is:

Find ℘ ∈ Sp
h and u ∈ Vp

h such that, ∀w ∈ Sp
h and ∀τ ∈ Vp

h ,

〈w, ϕ〉Ωe = − (∇w,u)Ωe + 〈w+, û · n+
e 〉Γe\Γ + 〈w+, ûΓ · n+

e 〉Γe∩Γ , (44)

(τ,u)Ωe =

(
∇·

(
κ

µ
τ

)
, ℘

)
Ωe

+

(
τ,
κ

µ
ρ g

)
Ωe

− 〈
κ+

µ+
τ+ · n+

e , ℘̂〉Γe\Γ − 〈
κ+

µ+
τ+ · n+

e , ℘̂
Γ〉Γe∩Γ , (45)

7



with the SIPG numerical fluxes defined as

û =

{
−
κ

µ
(∇℘ − ρg)

}
+ εp2

{
κ

µ he

}
[[℘]] , (46)

℘̂ = {℘} , (47)

ûΓ =

 −
κ

µ
(∇℘ − ρg) + εp2 κ

µ he
(℘ − ℘D)n , on ΓD ,

unn , on ΓN ,
(48)

℘̂Γ =

 ℘D , on ΓD ,

℘ , on ΓN .
(49)

Again, the Euler Lagrange equations associated with the SIPG formulation can be obtained using integration by parts,
and read  0 = (w,∇ · u)Ωe − 〈w, ϕ〉Ωe + 〈w+, (û − u+) · n+

e 〉Γe\Γ + 〈w+, (ûΓ − u+) · n+
e 〉Γe∩Γ ,

0 = (τ,u + κ/µ(∇℘ − ρg))Ωe + 〈κ+/µ+ τ+ · n+
e , ℘̂ − ℘

+〉Γe\Γ + 〈κ+/µ+ τ+ · n+
e , ℘̂

Γ − ℘+〉Γe∩Γ ,
(50)

Remark7 (local and global conservation). Also the SIPG formulation can be proved to be locally and globally con-
servative [1].

3.4.2. Primal global formulation
A global primal formulation is derived next from the previous mixed statement of the SIPG approach. The

global primal formulation has the advantage of involving only one unknown field (namely, the pressure), and was
implemented for numerical computations. Derivations of the type that follows can also be found in the available
literature (see [1] and references therein.) There, however, not much emphasis is placed on the treatment of the
gravity terms. Because gravity plays a crucial role in the context of the proposed work, algebraic manipulations are
presented in full detail. Substituting τ = ∇w in the second of (50), and omitting the + superscripts, as there is no risk
of confusion, yields

0 = (∇w,u + κ/µ(∇℘ − ρg))Ωe + 〈κ/µ∇w · ne, ℘̂ − ℘〉Γe\Γ + 〈κ/µ∇w · ne, ℘̂
Γ − ℘〉Γe∩Γ (51)

Denoting by E the set of all mesh edges (in two dimensions, or faces in three dimensions), summing over all the
elements, applying the flux definitions (48)–(49), using the identity (28), and observing that, by definition, {℘̂ − ℘} = 0
and [[℘̂]] = 0, yields

0 = (∇w,u + κ/µ(∇℘ − ρg))Ω + 〈1, [[κ/µ∇w (℘̂ − ℘)]]〉E\Γ + 〈κ/µ∇w · n, ℘D − ℘〉ΓD

= (∇w,u + κ/µ(∇℘ − ρg))Ω + 〈[[κ/µ∇w]], {℘̂ − ℘}〉E\Γ + 〈{κ/µ∇w} , [[℘̂ − ℘]]〉E\Γ + 〈κ/µ∇w · n, ℘D − ℘〉ΓD

= (∇w,u)Ω + (∇w, κ/µ(∇℘ − ρg))Ω − 〈{κ/µ∇w} , [[℘]]〉E\Γ − 〈κ/µ∇w · n, ℘ − ℘D〉ΓD (52)

Consider now the sum of (44) over all the elements of the computational domain

(∇w,u)Ω = − 〈w, ϕ〉Ω
− 〈[[w]], {κ/µ (∇℘ − ρg)}〉E\Γ + 〈[[w]], εp2 {κ/(µ he)} [[℘]]〉E\Γ
− 〈w, κ/µ (∇℘ − ρg) · n〉ΓD + 〈w, εp2κ/(µ he)(℘ − ℘D)〉ΓD

+ 〈w, un〉ΓN . (53)

Substituting (52) into (53), the global SIPG formulation is obtained:

Find ℘ ∈ Sp
h such that, ∀w ∈ Sp

h ,

B(w, ℘) = L(w) , (54)
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Figure 1: Sketch of the 32 × 32 skewed mesh (level 4), used to perform the convergence tests in Figure 2.

with

B(w, ℘) = (∇w, κ/µ∇℘)Ω

− 〈{κ/µ∇w} , [[℘]]〉E\Γ − 〈[[w]], {κ/µ∇℘}〉E\Γ + 〈[[w]], εp2 {κ/(µ he)} [[℘]]〉E\Γ
− 〈κ/µ∇w · n, ℘〉ΓD − 〈w, κ/µ∇℘ · n〉ΓD + 〈w, εp2κ/(µ he)℘〉ΓD , (55)

and

L(w) = (∇w, (κ/µ)ρg)Ω + 〈w, ϕ〉Ω
− 〈[[w]], {(κ/µ)ρg}〉E\Γ
− 〈w, κ/µ ρg · n)〉ΓD − 〈κ/µ∇w · n, ℘D〉ΓD + 〈w, εp2κ/(µ he)℘D〉ΓD

− 〈w, un〉ΓN . (56)

Remark8. The bilinear form B(·, ·) is clearly symmetric, and, as such, adjoint consistent [1]. Adjoint consistency
ensures the optimal convergence rates of the discretization.

4. Preliminary verification studies

As a first step in the evaluation of the performance of the proposed method, standard convergence tests are per-
formed. First, the case of an uncoupled advection-diffusion problem driven by an assigned velocity u is considered.
Then, the case of an uncoupled Poisson problem for the SIPG formulation of the pressure equation is evaluated, and
finally a convergence test for the fully coupled equations is considered. All tests are two-dimensional.

4.1. Uncoupled transport test cases

Two tests of pure transport are presented next: For both, the velocity field u is assigned as datum rather than being
computed from the pressure solve. The first test is a pure diffusion transient on a non-cartesian mesh. Equation (1) is
solved with u = 0, ρ1 = ρ2 = ρ = 1, φ = 1, τD = 0.01, over the unit square domain Ω = [0, 1] × [0, 1].
The initial solution is given as

X1(x, y, t = 0) = 0.5 + 0.2 sin(2πx) sin(2πy) , (57)

and Dirichlet boundary conditions X1 = 0.5 are applied over the entire boundary Γ of Ω. The domain is meshed with
9
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Figure 2: Pure diffusion test: Convergence results in terms of the L2-norm and H1-seminorm of the error, respectively. Slopes of optimal conver-
gence rates are indicated with triangles.
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Figure 3: Advection-diffusion test: Convergence results in terms of the L2-norm and H1-seminorm of the error, respectively. Slopes of optimal
convergence rates are indicated with triangles.

a computational grid which is slightly stretched and twisted to prevent error cancellations and super-convergence. The
initial mesh is given by 2× 2 elements, and four levels of grid refinement are considered, up to 32× 32 elements. The
mesh at the 32 × 32-refinement level is depicted in Figure 1. The analytic solution of this problem is

X1(x, y, t) = 0.5 + 0.2 e−8π2τD t sin(2πx) sin(2πy) . (58)

The solution is advanced in time for 100 time steps of size 10−5. Such small time steps ensure that the time
integration error is negligible with respect to the spatial error. Results for the L2-norm and H1-seminorm of the error
are plotted in Figure 2. The convergence rates are optimal as predicted by the theory [1, 3], that is, the solution
converges at a rate p + 1 in the L2-norm and p in the H1-seminorm.

The second test is again a pure transport case, but this time with both advection and diffusion. The problem is
solved on the unit square, with periodic boundary conditions, and with the same physical parameters as in the previous
test, with the exception of the velocity u = (1.0, 0.5). The initial mesh is a 2 × 2-element Cartesian grid, and four
levels of grid refinement are applied. The initial condition is given again by (57), and the exact solution is now

X1(x, y, t) = 0.5 + 0.2 e−8π2τD t sin(2π(x − 1.0)) sin(2π(y − 0.5) . (59)
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Figure 4: Uncoupled Darcy flow test: Convergence results in terms of the L2-norm and H1-seminorm of the error, respectively. Slopes of optimal
convergence rates are indicated with triangles.

The solution in time for 1000 time steps of size 10−6, to ensure again that the time discretization error is negligible
with respect to the spatial discretization error. Figure 3 shows the convergence rates in the L2-norm and H1-seminorm.
As predicted by the theory, the method converges optimally.

In summary, the results on this section show that the implemented LDG formulation for the transport equation (1)
is optimally convergent in the diffusive and advective-diffusive case.

4.2. Uncoupled Darcy test case
An uncoupled test was performed also for the Darcy pressure equation. In this case, equation (11) was solved on

the unit square domain, with g = 0 and the right hand side replaced by the forcing

ϕ(x, y) = −8π2 sin(2πx) sin(2πy) . (60)

The following exact solution holds in the case κ = µ = 1.0 and homogenous Dirichlet boundary conditions are applied:

℘(x, y) = sin(2πx) sin(2πy) . (61)

The base mesh is composed of 2×2 elements, and four levels of grid refinement are used, the last of which is depicted
in Figure 1. Again, the optimal convergence rates for the uncoupled SIPG formulation [1, 10] can be appreciated in
Figure 4.

4.3. Coupled test cases
We conclude this section with a coupled two-dimensional test case, using the manufactured solution approach.

This test is important in quantifying the quality of the overall numerical method. Because the system of coupled
equations is nonlinear, the theory of DG formulations is helpful but not conclusive. The test case parameters are
ρ1 = 1.0, ρ2 = 10.0, κ = µ = 1.0, φ = 0.5, g = 0, τD = 0.001. Appropriate right hand sides are added to the
discretization of (1) and (11), so that the following exact solution is obtained:

X1(x, y, t) = 0.75 + 0.25 sin(2π(x − 1.0 t/φ)) , (62)
℘(x, y, t) = 2 − x , (63)
u(x, y, t) = ex , (64)

where ex is the unit vector along x. The base mesh has 4 × 4 elements, and four levels of refinement are applied.
The plots in Figure 5 show that also in the nonlinear case the method converges optimally. Note in particular that
although the pressure solution is a stationary solution, the right hand side of the pressure equation contains terms
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Figure 5: Two-dimensional coupled convergence test: Convergence results in terms of the L2-norm and H1-seminorm of the error for pressure and
carbon dioxide concentration. Slopes of optimal convergence rates are also indicated. Note that the reduction of the slope of the L2-norm of the
error for the case p = 3 and the highest level of refinement is due to the proximity with the roundoff threshold.

that are unsteady and, due to approximation errors, do not cancel perfectly. For this reason, an error is found in the
pressure solution. Observe also the reduced slope of the convergence rate of the pressure L2-error for p = 3 between
the refinement levels 3 and 4: This is due to the proximity of the roundoff threshold: The pressure is indeed converging
optimally for coarser levels of refinement.

5. Advanced refinement and verification studies on viscous fingering instabilities

Results from a mesh-size/polynomial-order refinement study on a viscous fingering instability problem are pre-
sented next. The problem setup in [17] for viscous fingering instabilities is used as a benchmark for the proposed DG
approach. The specified fluid properties correspond to 45 oC of temperature and 100 bar of pressure, as encountered
in the Earth crust near 1000 m of depth.

The domain is Ω = [0, 1] × [−4, 0] (dimensions in m2), with the following physical parameters: µ = 0.5947 ×
10−3 Pa, τD = 2 × 10−9 m2s−1, φ = 0.3, g = [0.0,−g], g = 9.81 ms−2, and average permeability κ̄ = 10 D =

9.869233 × 10−12 m2. The actual distribution of permeability was obtained by adding a 0.25% perturbation (in the

12



Figure 6: Randomized permeability field used to spark viscous fingering instabilities. The domain size is the unit square (in meters.)

L2-norm) to the average permeability. Namely,

κ = κ̄

1 + 0.025
2
N

N∑
n=1

sin
(
2πn

(
x

Lx
− rndx

))
sin

(
2πn

(
y
Ly
− rndy

)) (65)

with N = 8, Lx = 1.0 m, Ly = 4.0 m, and rndx and rndy two uniformly distributed random numbers in the interval
[0, 1]. In the limit for N → ∞, the permeability κ would be perturbed with white noise of intensity 0.025. The sum
was truncated after the first eight terms so that the it can be fully resolved within the DG approximation spaces used,
at least near the top layer. The resulting permeability field is depicted in Figure 6.

Remark9. The size of the computational domain is chosen so that it contains a sufficiently large multiple of the
fastest growing wavelength of the instability (in the horizontal direction.) Linear theory analysis [17, 33] predicts that
the fastest growing mode corresponds to the wavelength

λc = 96.23
φ µ τD

κ∆ρ g
≈ 0.03 m , (66)

which yields that about 30 wavelengths of the most unstable (i.e., fastest growing, or critical) mode fit along the
horizontal dimension.

Remark10. The proposed definition of the permeability perturbation allows for a very tight control of the distribution
and intensity under mesh and polynomial order refinement. There are other ways to perturb the permeability: For
example, the authors in [17] used a random distribution of constants values in each cell of the finite volume grid.
Because a perturbation distribution of this type changes as the mesh is refined, the authors in [17] had to rescale the
intensity of the perturbation, to maintain approximately constant the instability onset time. Consequently, the problem
statement in [17] changes slightly as the mesh is refined. In our case, the permeability perturbation is analytic and
kept fixed as the mesh is refined or the polynomial order is increased, so that only the approximation error on the
perturbation is the difference between various realizations of the same test.

The saturated carbon dioxide mass fraction is χ = 0.049309, the density increase due to fully saturated car-
bon dioxide ∆ρ = 10.45 kg m−3, which corresponds, substituting χ and ρ2 = 994.56 kg m−3 into (3), to ρ1 =

1260.35 kg m−3. The boundary conditions for the pressure equation are given as no flow (u · n = 0) on all sides
of the rectangular domain except the bottom boundary, where the pressure is set to the reference value 0 (the pressure
is in general defined up to a constant). The boundary conditions for the transport equation are specified as homoge-
nous Neumann conditions on all but the top side, where the carbon dioxide concentration is in saturated conditions,
that is X1 = χ = 0.049309. The initial distribution of carbon dioxide concentration is zero over the entire domain.
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(c) Mesh size h = 0.005.
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Figure 7: Time histories of the carbon dioxide flux at the top of the computational domain. One-dimensional study on the effect of resolution.

5.1. A convergence study on the onset time of viscous instabilities

Viscous fingering instabilities are bound to occur in the problem setup considered since as the carbon dioxide
dissolves into the brine (water), the density of the water increases. As more and more carbon dioxide dissolves, a
layer of heavy brine forms on top of a layer of lighter brine, a configuration which is unstable and spurs the formation
of finger-like plumes sinking toward the bottom of the domain, as also shown in Figure 13.

The initial system dynamics is in reality very simple: The flow is at rest and any change in carbon dioxide
concentration occurs only due to diffusion processes. At the initial time, the pressure balances the gravity exactly, that
is the right hand side of (11) vanishes, and the system is in an (unstable) equilibrium configuration. As time progresses
and carbon dioxide dissolves and diffuses into the reservoir, the right hand side of (11) becomes different from zero,
and the specified perturbation in permeability causes minute flow velocities to form into the reservoir. These advection
mechanisms are sufficient to start the formation of viscous fingers.

The very early stages of the dynamics is controlled by linear mechanisms, and only later on the system becomes
fully nonlinear and chaotic behavior emerge. Because very small approximations errors in the permeability distribu-
tion can lead, after some time, to completely different solutions, discussing about numerical convergence can only be
done in terms of spatial- or time-averaged quantities of interest. The flux of carbon dioxide entering the reservoir from
the top boundary is a good engineering measure of the performance of the reservoir at sequestering and storing CO2.

Because linear dynamics phenomena prevail in the system until the onset of instability, it is actually possible
to undertake a convergence study. Generally speaking, the onset time of viscous fingering is the time at which the
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Figure 8: Sketch of the base mesh (X0) used for the computation of onset times, rotated counterclockwise by 90 degrees.

systems diverts from a purely diffusive dynamics, and advection mechanisms start to dominate. For example, it can
be defined as the time at which the actual flux of carbon dioxide is larger by more than 1% from the flux in absence
of advective mechanisms.

5.1.1. Resolution requirements for the initial diffusion layer
The aim of the the next test cases is to quantify what is a sufficient level of resolution to accurately capture the

initial diffusion mechanisms. The concentration layer that initially forms near the top boundary has all the charac-
teristics of a “thermal shock” layer in heat transfer computations, and requires fairly refined meshes. First though,
observe that, since ρ depends on X1 according to (3), even if the velocity u were to vanish, equation (1) would still be
nonlinear.

In the diffusive layer, at least initially, the flow is nearly one dimensional. Therefore, to quantify the resolution
needed to capture the diffusive layer, one-dimensional computations are sufficient. A number of one-dimensional tests
(along the vertical direction of the domain) are shown in Figures 11 and 7, for uniform meshes of different resolution.
In particular, Figures 11 and 7 contain the same information, presented in two different ways. Figure 11 shows
for each polynomial order the effect of mesh refinement. Figure 7 shows the effect of incrementing the polynomial
order at fixed mesh resolution. It can be easily appreciated that the time history of the flux converges as we increase
the resolution, either changing the grid spacing or the polynomial order used. Summarizing the main conclusions,
appropriate mesh resolutions are as follows: 0.002 m or finer for p = 1, 0.005 m or finer for p = 2, 0.01 m or finer for
p = 3, 0.02 m or finer for p = 4 (that is all meshes considered.)

5.1.2. Resolution requirements for the onset time of instability
Next, the effect of resolution on the onset time of instabilities is evaluated. Before proceeding with the numerical

results, a few comments on the computational meshes utilized are due. The computational grids used are refinements
of the mesh depicted in Figure 8. This type of grids is coarser near the bottom of the domain, and allows for reduced
computing times. Because instabilities arise in the top layer, the mesh is refined only there. Instabilities typically
require long computing times to evolve, and this approach seemed to us effective without precluding accuracy. The
base mesh used in computations is denoted X0 and has elements in the diffusive layer of dimensions (in meters) of
0.05 × 0.02, corresponding to the coarsest mesh resolution discussed in the previous section. We also compute on
meshes denoted X1, X2, and X3, which correspond to refinements of X0 obtained by subdividing each quadrilateral
into 4, 16, and 64 quadrilaterals, respectively. Figure (9) and (10) show the same data from the results of the con-
vergence study, emphasizing the effect of grid resolution (9) or increase in polynomial order (10). For completeness,
Figure 9(d) shows the results obtained in [17] for different mesh resolutions (in meters). Considering Figure (9), we
observe the following: For polynomial order p = 2 only the mesh X3 yields reliable results; for the case p = 3,
also the meshes X2 and X3 yields high-fidelity results; finally, in the case p = 4, also the meshes X1, X2, and X3
deliver high-fidelity results. Virtually identical results were obtained imposing periodic boundary conditions instead
of no-flow boundary conditions along the vertical boundaries.
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(a) Polynomial order p = 2.
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(b) Polynomial order p = 3.
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(c) Polynomial order p = 4. (d) Numerical results from [17].

Figure 9: Time histories of the carbon dioxide flux at the top of the computational domain. One-dimensional study on the effect of polynomial
order.

5.2. Long term behavior

After their onset, viscous fingering instabilities develop into very complex nonlinear dynamics phenomena. A
number of computations were performed to quantify the long-term behavior of the nonlinear system under consider-
ation. The domain is the rectangle Ω = [0, 4] × [−4, 0] (dimensions in meters), meshed with a base grid depicted in
Figure 12, denoted M0, and also with a nested uniform refinement M1. Mesh M0 is composed of 160 × 50 elements,
with a bias toward to top boundary, so that the vertical mesh length is 0.005 m, comparable with mesh X2 in the pre-
vious section, and clearly coarse further down the depth of the reservoir. Mesh M1 has been obtained by subdividing
each of the quadrilaterals of mesh M0 into four quadrilaterals, and, as a result, the mesh length near the top boundary
is the same of mesh X3. In practice, due to stretching, the resolutions of meshes M0/M1 are comparable with X1/X2,
respectively, rather than X2/X3.

Remark11. The larger width of the computational domain Ω is necessary to accommodate a sufficient number of
larger, fully developed finger plumes, as can also be seen in Figure 13. While this requirement is not necessary if the
quantity of interest is the onset time of instability, it is more stringent in studies of long term behavior.

Figure 13 depicts snapshots of the carbon dioxide concentration at different times of the evolution of instabilities.
The results were obtained using periodic boundary conditions along the vertical boundaries. Very similar results are
obtained if, instead of periodic boundary conditions, homogenous Neumann (no-flow) boundary condition on the
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(a) Mesh size h = 0.02.
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(b) Mesh size h = 0.01.
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(c) Mesh size h = 0.005.
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Figure 10: Time histories of the carbon dioxide flux at the top of the computational domain. One-dimensional study on the effect of polynomial
order.

velocity u are used. Figures 13(a) and 13(b) depict the early stages of the system, when the flow has not yet become
unstable and only a sharp diffusive layer is present near the top boundary of the domain. In Figures 13(c) and 13(d),
the onset of the instability is captured, corresponding to time t = 2.5× 105 s ≈ 2.9 days, as apparent also from Figures
9 and 10 in the previous section. It is worthwhile to compare with the time history of the carbon dioxide flux in
Figure 14. Figure 14(a) shows in particular that computations performed with polynomial order p = 2 on the mesh
X1 capture quite accurately the onset time, while in the case of p = 4 and X0, a slight delay is present, possibly due to
the somewhat pronounced stretching of the mesh near the top boundary. It will be clear in what follows, however, that
the computations with p = 4 seem more resolved in the center region of the computational domain, and are actually
more accurate for the long term dynamics.
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(a) Polynomial order p = 1.
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(b) Polynomial order p = 2.
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(c) Polynomial order p = 3.
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(d) Polynomial order p = 4.

Figure 11: Time histories of the carbon dioxide flux at the top of the computational domain. One-dimensional study on the effect of resolution.

x

y

0 1 2 3 4-4

-3

-2

-1

0

Figure 12: Sketch of the base mesh M0 used for the computation of onset times. The resolution near the upper boundary is comparable with the
mesh X2 in the previous section. An additional refinement by splitting every element into four sub-elements was performed, and denoted mesh
M1, with elements near the upper boundary of size comparable to X3.
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(a) t = 0.1 × 106 s ≈ 1.2 days, p = 2. (b) t = 0.1 × 106 s ≈ 1.2 days, p = 4.

(c) t = 0.25 × 106 s ≈ 2.9 days, p = 2. (d) t = 0.25 × 106 s ≈ 2.9 days, p = 4.

(e) t = 0.35 × 106 s ≈ 4 days, p = 2. (f) t = 0.35 × 106 s ≈ 4 days, p = 4.

(g) t = 0.5 × 106 s ≈ 5.8 days, p = 2. (h) t = 0.5 × 106 s ≈ 5.8 days, p = 4.

(i) t = 0.8 × 106 s ≈ 9.3 days, p = 2. (j) t = 0.8 × 106 s ≈ 9.3 days, p = 4.

(k) t = 1.0 × 106 s ≈ 12 days, p = 2. (l) t = 1.0 × 106 s ≈ 12 days, p = 4.

(m) t = 2.5 × 106 s ≈ 29 days, p = 2. (n) t = 2.5 × 106 s ≈ 29 days, p = 4.

(o) t = 4.0 × 106 s ≈ 46 days, p = 2. (p) t = 4.0 × 106 s ≈ 46 days, p = 4.

Figure 13: Snapshots of the concentration of carbon dioxide at different times for computations on mesh M0 and p = 2 (left column) or p = 4
(right column). Homogenous boundary conditions (no flow) are used on the right and left vertical boundaries. The horizontal size is the same for
all pictures (4 m), while the vertical size tracks the flow evolution (varying from approximately 0.5 m to 2 m). Computations were performed on a
domain of 4m × 4m. Compare with Figure 14, where the time history of the carbon dioxide flux from the top boundary is computed.
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(a) Early transient.
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(b) Long term behavior.

Figure 14: Time history of the carbon dioxide flux from the top boundary, for various resolutions and boundary conditions along the two vertical
boundaries of the domain Ω = [0, 4] × [−4, 0] (with dimensions in meters.)

Figures 13(e) and 13(f) are interesting since they capture the typical coalescence of smaller fingers into larger
structures. This phenomenon is helped by the upwelling of lighter brine from the depths of the reservoir. In practice,
preferential routes for the plumes of heavier brine form in the reservoir. The flow can sustain them for some time, or
wash them away by upwelling of lighter brine. This dynamics is best understood considering the sequence of Figures
13(g) and 13(h), Figures 13(i) and 13(j), and Figures 13(k) and 13(l). Figures 13(m) and 13(n) show a later time, at
which coalescence phenomena have created very large plumes, allowing “fresh” brine to surface in between. Figures
13(g) and 13(h) depict the conditions of the aquifer after about 46 days from the initiation of the dissolution process:
The large structures have kept growing and are now attracting flow richer in carbon dioxide from above. At this stage
the whole dynamics seems to have reached statistical stationarity, as can easily be appreciated observing the flux time
history in Figure 14. In particular, it is visible the effect of different resolutions. Note that the average around which
the flux seems to oscillate in the case p = 4 is about 1.5 × 106kg m−2 s−1, which is the same value found in the results
in [17]. The computations with p = 4 also closely match the peak value of the flux after the instabilities occur, namely
2.0 × 106kg m−2 s−1.

These results confirm that the presented computations with p = 4, although slightly improvable, can capture the
salient dynamics of the long term behavior of viscous fingering instabilities for carbon dioxide applications. It is also
worthwhile to observe, in Figure 14, the effect of resolution on the carbon dioxide flux: Under-resolved computations
tend to over-predict the amount of CO2 sequestered, both in terms of peak and average values of the flux of carbon
dioxide sequestered. This final test case concludes the extensive verification of the proposed method against results
from the available literature.

6. Unstructured computational capabilities

One of the key features of the proposed approach with respect to existing methods for viscous fingering computa-
tions in porous media is the ability to accommodate for the often complex subsurface geometry without resorting to
embedded/immersed boundary techniques. The latter methodologies are viable, but tend to lower the accuracy of the
solution near the immersed/embedded boundaries, which in the case of viscous fingering instabilities are an integral
part of the system dynamics. We present next tests to show the new possibilities that discontinuous Galerkin methods
offer. Consider the domain depicted in Figure 15(a): A number of elliptical obstructions are embedded in a domain
Ω of size 4m × 2m. The average permeability of the background domain is κ̄1 = 10 D = 9.869233 × 10−12 m2, and
we have considered three possible values for the average permeability of the obstructions: κ̄2 = κ̄1 (no obstructions,
just an unstructured mesh), κ̄2 = κ̄1/10 (obstructions with moderate permeability), and κ̄2 = 0 (fully impermeable
obstructions.)
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κ1 (background)

κ2
κ2

κ2

κ2

κ2

κ2

(a) Sketch of the complex geometry domain and distribution of permeability in the general case.

(b) Mesh detail in the case κ̄2 = κ̄1/10.

(c) Mesh detail in the case κ̄2 = 0, for which the domain has impermeable obstructions.

Figure 15: Geometry and meshes for a general domain with embedded elliptical obstructions. The subsurface model is constituted of a rectangular
domain of size 4m × 2m, in which are positioned a number of elliptical obstructions of different permeabilities. Details of the meshes in the cases
κ̄2 = κ̄1/10 (less permeable obstructions) and κ̄2 = 0 (impermeable obstructions) are also shown.
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(a) κ̄2 = κ̄1 (no obstructions.)

(b) κ̄2 = κ̄1/10 (low permeability obstructions.)

(c) κ̄2 = 0 (impermeable obstructions.)

Figure 16: Snapshots of the concentration of carbon at time t = 0.3 × 106 s ≈ 3.5 days, for the three distribution of permeability κ̄2. Compare with
Figure 17, where the time history of the carbon dioxide flux from the top boundary is computed.
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(a) Early transient.
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(b) Long term behavior.

Figure 17: Time history of the carbon dioxide flux from the top boundary, for the computations presented in Figures 16, 18, and 19.)

All other parameters, including the permeability perturbation are identical to the specification of the instability
problem described in Section 5. All computations were performed using quadratic polynomials on fully unstructured
meshes.

Figure 16 shows an early stage of the computations: The flow has just reached the obstructions, and very little
difference is observed in the flow patterns for the three different values of the permeability κ̄2. Interestingly, also the
values of the average flux from the top of the domain is virtually identical, as seen in Figure 17(a). The same picture
indicates that the resolution near the upper boundary is not sufficient to fully capture viscous boundary layer, and that
this could also be the case in the rest of the domain (the long-term average in the case of no obstructions is a little higher
than the value 1.5, see Figure 17(b).) Note however that the purpose of these tests is not to fully resolve the phenomena
under investigation, but instead to highlight the new capabilities that the discontinuous Galerkin approaches discloses.

Later on in the computations, the obstructions deflect the flow in preferential channels, and the overall flux of
carbon dioxide from the top boundary is reduced, although not very significantly (about 20%.) It is also interesting to
note that there is very little difference in the carbon dioxide average flux between the cases of κ̄2 = κ̄1/10 and κ̄2 = 0
(impermeable obstructions.)
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(a) κ̄2 = κ̄1 (no obstructions.)

(b) κ̄2 = κ̄1/10 (low permeability obstructions.)

(c) κ̄2 = 0 (impermeable obstructions.)

Figure 18: Snapshots of the concentration of carbon at time t = 2.6 × 106 s ≈ 30 days, for the three distribution of permeability κ̄2. Compare with
Figure 17, where the time history of the carbon dioxide flux from the top boundary is computed.
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(a) κ̄2 = κ̄1 (no obstructions.)

(b) κ̄2 = κ̄1/10 (low permeability obstructions.)

(c) κ̄2 = 0 (impermeable obstructions.)

Figure 19: Snapshots of the concentration of carbon at time t = 5.0 × 106 s ≈ 58 days, for the three distribution of permeability κ̄2. Compare with
Figure 17, where the time history of the carbon dioxide flux from the top boundary is computed.
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(a) κ̄2 = 0 (impermeable obstructions.) (b) κ̄2 = κ̄1/10 (low permeability obstructions.)

Figure 20: A detail at t = 2.6 × 106 s ≈ 30 days of the domain with the concentration distribution and the computational mesh. It is clearly
noticeable the lack of oscillations and the complexity of the computational grid.

While the chosen shapes of the obstruction are somewhat arbitrary, their smooth contours allow for very interesting
phenomena to occur, such as the oscillating shedding of viscous plumes from the boundary of the obstructions. This
results in complex umbrella-like structures which develop from the competition between inertia and buoyancy forces.
This can be seen more clearly in Figures 18 and 19. On the same figures and Figure 20, it is also easy to appreciate
the smoothness of the solution. This is a quite interesting result, especially in the case of Figure 20(b), considering
that the element size of the unstructured mesh changes quite rapidly near the regions where an abrupt variation in
permeability occurs.
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7. Summary

In this work, a new high-order discontinuous Galerkin method for nonlinear computations of gravity driven insta-
bilities has been presented. The key feature of the method is the ability to deliver high-order solutions on fully unstruc-
tured meshes. We demonstrated with extensive verification tests these claims. We consider this capability of great
importance, especially when considering carbon sequestration in brine aquifers for realistic subsurface geometries.
A number of additional publications are in preparation on our ongoing efforts to extensively test the computational
capabilities on unstructured grids and geometrically complex computational domains, as well as algebraic multigrid
strategies to accelerate the solution of the Darcy flow system. We hope to report about these advances in the very near
future.
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